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1 Context

LLM-based systems are increasingly exhibiting human-like personalities and personas. This is by design, as developers
attempt to evoke tailored qualities such as “helpfulness” and “harmlessness” through reinforcement learning [3], human
or AI feedback to models, prompt engineering [17], and inference tasks to see if given responses share similar trends as
human decisions [9, 11]. The goal, they say, is to align model outputs with human values and behaviors.

These efforts have been largely successful, with LLM-based systems resembling humans so convincingly that some
researchers claim synthetic data (or data outputted by LLM-based systems) could be a viable option to increase diversity
in datasets, potentially replacing human participants in qualitative research. For instance, previous studies argue that
synthetic participants could be beneficial for examining impractical, unethical, or unsafe cases or topics [2, 5].

However, such use cases beg important questions about the legitimacy and authenticity of generated profiles. What,
or who, do they actually represent?

2 Considerations

These potential use cases of LLM-based systems and outputs brush up against long-standing debates about the
relationship between function vs. form and substance vs. representation. For instance, we know that social and cultural
norms can determine how experiences are expressed in language and actions, and how people express their thoughts
and beliefs [4, 6]. Moreover, the way that language and actions are subsequently interpreted can depend on how these
contents are framed and communicated, potentially diverging from original intentions. Thus, even the practice of
“cleaning” original user-generated data can distort meaning by shaping content to a particular end.

The proposed use of LLM-based outputs in research, in particular, echoes practices from the early, deeply colonial
days of anthropology, where “armchair anthropologists” drew conclusions about peoples from secondary/mediated
accounts (generally from colonial officers whose records were intended to support the subjugation of these peoples).
Contemporary curricula in material culture anthropology include whole units devoted to the “politics of representation,”
emphasizing how words, photographs, and artifacts—even those generated by the populations being represented—can
take on different meanings when stripped of their original context [7, 10].
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These risks are even more pressing when represented peoples are excluded even from the generation of artifacts
(data). The outputs generated by LLM-based systems, while seemingly “realistic” or even plausible, are not yielded from
the cultural, historical, or socio-economic context of the people in question, but from the foundational dataset from
which the LLM calculates patterns to predict likely letter and word sequences. Therefore, at most, synthetic agents
are proxies or simulations constrained by existing knowledge that describe someone’s experience without context or
mimic someone’s emotion, thought, or speech without materiality.

Why, then, should we assume that such different processes will yield comparable results1—comparable enough that
LLM-based outputs could replace individual experience? And what are the potential harms that might arise when the
simulation of contexts, experiences, and values misses its mark? If research, at its root, is intended to shed light on the
unknown (that which exists beyond existing representations and understandings), then we must carefully interrogate
whether and how synthetic agents and synthetic data may be useful in expediting/enabling research, and weigh that
against the risk for a kind of intellectual incest—the harvesting of “insights” from data riddled with the researchers’ (or
third party’s) own assumptions about the target population.2

3 Proposal

I’m interested in exploring these questions of LLM-generated personas’ non-materiality and non-humanness through
the lens of Helen Nissenbaum’s notion of “contextual integrity” [16], as well as from the lens of existing discourse in
critical HCI [8, 19] and material culture anthropology. These fields provide examples for how to discuss/contemplate
synthetic agents in ways that situate research methods, goals, and outcomes within human experience and interactions,
rather than abstract formulations of human “values.”3 Other relevant discursive lenses include theories of affordance
[15] and media equation [14], which distinguish between what systems can generate and what they actually represent,
arguing that the ability to produce human-like outputs does not constitute genuine representation of values and
experiences.

I believe drawing insights from social science is important to define what it means to participate or be meaningfully
represented in the public sphere. Similarly, foregrounding the non-materiality and non-humanness of LLM-based
systems is important to understand what types of representations synthetic agents afford. Revisiting the basic ideas of
human interaction could reveal why and how synthetic agents fall short of representing human experience or “authentic”
human qualities. Altogether, these inquiries could shed light on how, when, and why LLM-based systems and outputs
can (or cannot) be meaningfully used in research.

3.1 My Background

I’m a 2nd year (soon-to-be 3rd year) PhD Student in the Faculty of Information and Media Studies at Western University.
My research is on the social and ethical impact of anthropomorphic design in AI systems. My work is jointly supervised
by Prof. Luke Stark and Prof. Anabel Quan-Haase, incorporating work from HCI, STS, and communication to tackle
this topic. Through this workshop, I hope to interact with other researchers to enrich my understanding of synthetic
data and to critically examine the purpose and effects of such generated data. I’m currently working on a paper in this
topic, too.

1Indeed, Agnew et al. [1] suggest that contextual representation doesn’t seem to create inclusion.
2This resembles the kind of abstraction trap described in Selbst et al. [18], where human experience is turned into something processible for computing
systems.
3Value alignment doesn’t provide reciprocity or consideration for diverse social circumstances. This lack of reciprocity and social consideration creates
an illusion of care that may encourage users to anthropomorphize and project humanness onto such systems [12, 13].
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