
 Can LLM-generated synthetic data be  representative  ? 

 The  use  of  synthetic  data  poses  fundamental  questions  and  challenges  to  representations  of 
 perspectives.  In  this  position  statement,  we  propose  the  framework  of  epistemic  injustice 
 (Fricker,  2007)  to  add  nuances  to  these  questions.  The  guiding  question  for  this  work  is:  Can 
 synthetic  data  be  representative?  To  narrow  the  scope,  we  will  focus  on  Large  Language 
 Models (LLMs) generated synthetic data about people, individuals, as well as groups. 

 The  motivation  for  this  is  to  invite  more  interdisciplinary  conversations  in  the  use  and 
 development  of  data-driven  technologies.  Here  specifically,  we  suggest  directing  our 
 attention  to  epistemic  injustice  (EI)  as  a  lens  for  understanding  how  synthetic  data  practices 
 may  perpetuate  or  mitigate  injustices  in  knowledge  production  and  representation.  EI  occurs 
 when  individuals  or  groups  are  wronged  in  their  capacity  as  knowers  –  harmed  or 
 disadvantaged  through  misjudgments  of  their  ability  to  possess  truth  and  being  seen  as  less 
 trustworthy  than  they  actually  are.  This  can  happen  when  speakers  are  given  less  credibility 
 due  to  mistaken  judgments  about  their  knowledge  based  on  negative  identity  stereotypes,  or 
 when  gaps  in  collective  interpretive  resources  put  someone  at  an  unfair  disadvantage  in 
 making  sense  of  their  social  experiences.  Central  to  this  framework  is  the  recognition  that 
 our  epistemic  practices  are  especially  situated,  embedded  within  power  relations  between 
 participants.  A  critical  aspect  of  EI  is  that  when  listeners  base  their  credibility  judgments  on 
 identity  stereotypes  of  the  speaker,  they  become  insensitive  to  counter-evidence  provided  in 
 the  actual  testimony.  Fundamentally,  EI  results  in  the  exclusion  of  groups  or  individuals  from 
 contributing  to  the  shared  pool  of  knowledge,  thereby  impoverishing  our  collective 
 understanding and perpetuating systemic disadvantages. 

 To  assess  the  potential  for  increasing  or  reducing  EI  of  representation  in  synthetic 
 data  for  and  from  natural  language  processing  applications,  we  first  disentangle  what  we 
 mean  by  representation  .  In  this  work,  we  focus  on  representation  in  the  sense  of  whether 
 identities  and  voices  1  are  accounted  for  in  the  data.  Within  this  scope,  we  distinguish 
 between  two  scenarios:  (a)  Representation  in  data  ,  where  parts  of  identities  are  properly 
 accounted  for  (e.g,  augmentation  of  data  for  a  named  entity  recognition  system,  where  we 
 add  all  theoretically  possible  first  and  last  name  combinations  to  ensure  proper 
 representation  of  the  system’s  outputs  and  performance  (see  e.g.,  Lassen  et.  al,  2023)  (b) 
 Representation  by  data  ,  where  identities  themselves  and  their  expression  are  being 
 modeled  (e.g.,  generating  synthetic  survey  responses  from  different  demographic  groups, 
 opinion  generation  based  on  political  affiliations,  or  persona  prompting  with  LLMs  to  simulate 
 specific  cultural  perspectives  (Hu  and  Collier,  2024;  Giorgi  et  al.,  2024;  Hou  et  al.,  2025,  inter 
 alia)  )  . 

 While  their  potential  broader  impacts  should  be  inspected  for  both  scenarios,  we 
 focus  on  (b)  in  the  following.  Representation  by  data  poses  more  pressing  questions  about 
 EI  because  these  approaches  directly  model  people’s  identities  and  voices,  yet  their  impacts 
 remain  relatively  under-researched  despite  growing  popularity.  Moreover,  risks  are  growing 
 more  salient  with  increasing  amounts  of  AI-generated  content  populating  the  web  (Brooks  et 
 al., 2024; Spennemann, 2025). 

 Representing  people’s  identities  and  voices  with  synthetic,  LLM-generated  data, 
 especially  when  it  includes  sociodemographic  proxies,  frequently  gets  framed  as  a  way  to 

 1  We refer to people’s voices as expressions of opinions,  perspectives, and sets of values which  should  be 
 representative of a certain group and its individual members. By silenced voices, we mean those voices 
 belonging to people who are excluded or marginalized and not represented in the pool of knowledge, constituting 
 EI. 



 reproduce  the  subjectivity  that  humans  exhibit  (Argyle  et  al.,  2023;  Hämäläinen  et  al.,  2023, 
 inter  alia),  and  represent  (sub)populations  and  real-life  narratives  (Moon  et  al.,  2024).  The 
 common  implicit  assumption  appears  to  be  that,  if  prompted  and  adapted  properly,  LLMs  can 
 be  used  as  a  proxy  that  will  reproduce  people’s  voices  appropriately.  If  this  is  true,  it  would 
 allow  for  the  amplification,  or  in  the  most  extreme  case,  introduction  of  underrepresented  or 
 silenced  voices.  Moreover,  it  is  implicitly  assumed  that,  by  making  LLMs  reproduce  human 
 tendencies  sufficiently  well  (at  least  for  some  groups),  this  will  automatically  lead  to 
 representative  synthetic  data.  Through  the  lens  of  EI,  synthetic  data  can  be  seen  as  a  way  of 
 including  diverse  perspectives  in  the  collective  pool  of  knowledge  by  potentially  amplifying 
 voices that have been excluded or given less credibility in earlier data collection processes. 

 However,  these  assumptions  raise  multiple  questions.  The  first  regards  the 
 adaptability  of  this  data,  both  synchronically  and  diachronically.  When  synthetic  data  related 
 to  a  certain  socio-demographic  group  is  generated,  it  necessarily  only  captures  a  snapshot 
 at  a  given  point  in  time  that  aims  to  portray  the  voices  of  this  specific  group  of  people.  But 
 does  it  reflect  their  voices  sufficiently  (c.f.  Giorgi  et  al.,  2024;  Wang  et  al.,  2025)?  And  if  there 
 is  a  shift  in  these  people's  opinions,  how  will  this  be  captured?  Furthermore,  persona 
 prompting  approaches  typically  rely  on  sociodemographic  markers  and  identity  categories  – 
 precisely  the  kind  of  identity  stereotypes  that  Fricker  warns  can  lead  to  prejudicial  credibility 
 assessments.  Just  as  EI  occurs  when  listeners  rely  on  identity  stereotypes  and  fail  to 
 properly  evaluate  the  actual  content  of  testimony,  persona-prompted  synthetic  data 
 generation  risks  relying  on  assumptions  about  how  certain  groups  think  or  speak,  potentially 
 suppressing the actual perspectives and voices within the given communities. 

 In  sum:  How  do  we  ensure  our  representation  of  voices  aligns  with  actual  voices? 
 How  do  we  ensure  it  does  not  misportray  or,  maybe  unwillingly,  silence  actual  voices  by 
 assuming them or how representative subsets are, and neglecting their potential to change? 
 To  answer  these  questions,  one  would  need  to  gather  real-world  silenced  voices  to  compare 
 the  synthetic  data  with,  which,  if  collected  anyway,  poses  the  question  of  why  we  can’t 
 simply  use  real  empirical  data  to  solve  the  issue  of  representativeness.  Finally,  what  power 
 are  we  as  researchers  exercising  over  people,  groups,  and  their  voices  with  our  definitions  of 
 representativeness  of  them,  especially  via  sociodemographic  proxies,  and  with  the  ways  we 
 operationalize the measurement of representativeness? 

 As  these  questions  illustrate,  there  is  a  need  to  critically  engage  with  our 
 assumptions  about  representation  and  claims  about  what  our  methods  can  offer.  Given  the 
 lack  of  explicit  mentioning  and  engagement  with  underlying  assumptions  –  not  only  about 
 what  we  mean  by  representativeness  ,  but  also  in  the  role  of  researchers  deciding  which 
 voices  are  considered  in  the  data  and  how  we  assess  whether  they  are  considered 
 appropriately  –  we  invite  researchers  to  examine  their  synthetic  data  practices.  This 
 includes,  but  is  not  limited  to  asking:  Who  is  speaking?  Who  is  being  spoken  for?  Whose 
 voice  is  forgotten,  misrepresented,  or  silenced?  And,  finally,  what  are  the  consequences  for 
 those whose identities and voices are or are not approximated? 

 These  are  difficult  and  inherently  ethical  questions  that  cannot  be  resolved  through 
 technical  metrics  or  model  performance  evaluations  alone.  The  framework  of  EI  reveals  that 
 questions  of  representation  are  fundamentally  about  power,  knowledge,  and  whose  voices 
 are  deemed  credible.  We  therefore  call  for  careful  critical  engagement  with  the  assumptions 
 underlying  synthetic  data  practices,  moving  beyond  treating  representation  as  mere 
 statistical  presence  toward  deeper  considerations  of  whose  knowledge  counts  and  on  whose 
 terms it is included in our collective knowledge. 
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